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“The condition is not desirable but is acceptable”

Discuss the inevitability of the 
Challenger disaster 
and how it could have been avoided.

Flow chart documenting events leading to the Challenger disaster
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Introduction
“Reality must take precedence over public relations. 

Nature will not be fooled.”

On Tuesday the 28th of January 1986, the whole world watched as the Challenger shuttle, a revolutionary mission carrying the first ordinary person into space, soared towards the heavens - and exploded, killing all seven crew members inside. This highly publicised NASA project, “Teacher in Space Programme” (TISP), was considered the next evolutionary step for mankind, moving towards the dream of space travel for everyone.


73 seconds into the flight, Challenger was ripped apart above Cape Canaveral in Florida
. The President initiated a Commission to identify the cause of the disaster, which initially discovered it to be a technical one. The O-ring seals in the aft field joint of the right Solid Rocket Booster (SRB) had failed mainly due to the cold weather, resulting in the shuttle being destroyed. However, after further probing, the Commission revealed that poor management primarily accounted for the incident. The Commission made recommendations for NASA to implement managerial solutions, but the Columbia explosion in 2003 suggests that those measures were insufficient.

This essay will
 follow the revelations of the Presidential Commission to determine whether the Challenger disaster was avoidable. The first section will outline the relevant theories, including Perrow’s (1999) Normal Accident Theory (NAT), which focuses on the vulnerability of complex technological systems. Vaughan (1996) considers human errors which were made as a result of stifling production pressures. Deming’s (1986) 14 points for management provides a framework for analysing the situation and offers methods of avoiding such a crisis. Jefferson (2002) and Straker (2004) analyse the successes and failures of quality, while Collins’ (1999) discussion of catalytic mechanisms is key in determining the success of particular quality strategies at NASA.
The second part of this essay will examine the theories in detail, arguing that the Challenger disaster and the evaluation of its inevitability can be best explained through quality principles. However, given the apparent failure of quality measurements implemented by order of the Commission, cases such as the NHS and Granite Rock will be examined to identify whether quality would indeed be successful for NASA in handling crises. 

It will be concluded that corporate culture was the fundamental reason for Challenger’s demise and that sound application of quality and catalytic mechanisms can help to change this deep-rooted issue and help to prevent future disasters.
Literature Review
The Challenger disaster is famous for NASA’s negligence and dishonesty over the situation, making it is necessary to analyse the disaster from a variety of perspectives to get closer to the true cause of the accident. 
Perrow (1999) focuses at the system level of accidents in general, discussing two types in his Normal Accident Theory (NAT), which argues for the inevitability of disasters. System Accidents (SA) are caused by complex interactions of multiple independent elements, and tight coupling of components, where if one fails there is no time to stop interconnected elements being seriously affected. Component Failure Accidents (CFA) are defined by visible and foreseeable linear interactions between parts, and loose coupling in which the “domino” effect from any failed elements can be stopped.

Complex interactions and tight coupling are associated with SAs, which are most common in high technology systems, such as space travel. It is suggested that accidents are likely to occur in such systems, as it is very difficult to keep account of the multiple interacting parts. Perrow does not extensively analyse the human element, although he does imply that the unpredictability of SAs and complex interactions is often caused by limited knowledge of relevant areas.
Examining the Challenger incident in detail, Vaughan (1996) explores the impact of poor Human Resource Management. She argues that the corporate cultures and production pressures at Morton Thiokol and NASA caused the disaster. Vaughan argues that deviance was normalised, resulting from the managers’ “can do” culture at NASA where they did not inform top administration of essential information. The same is true of managers at Morton Thiokol, who did not want to lose their contract to rivals, while the engineers, under the pressure of production and with their “change is bad” attitude, led them to accept faulty designs.

Vaughan’s interpretation of the situation at Morton Thiokol and NASA suggests that the type of thinking at numerous corporate levels meant that an accident was bound to happen. The culture of “acceptable risk” was so ingrained into the system that the Challenger disaster was inevitable.

Perrow (1999) and Vaughan (1996) cover the technical and underlying human causes of the Challenger disaster, but they do not offer a systematic framework with which to clearly understand the situation with regards to how it could have been avoided. Deming (1986) argues that although errors in a company cannot be completely eliminated, they can be greatly reduced by employing quality management methods. He lists 14 points for managers, which can be aptly applied to the Challenger situation, using the information provided by Perrow and Vaughan. The analysis reveals cultural causes of the disaster from a quality perspective, and provides numerous ways it could have been avoided, demonstrating that the accident was not inevitable.

The Commission made quality-based recommendations to NASA, but they were not successful. Indeed, quality management has failed in the past, as discussed by Jefferson (2002), who discusses the NHS and how it was unable to implement quality in the long term. Straker (2004) explains that quality fails due to a performance pressure failure cycle, but argues that it can be very successful if a learning environment is established. 
Collins (1999) examines the effectiveness of catalytic mechanisms in companies, such as Granite Rock, which has improved performance by employing selected quality strategies. This suggests that for quality to succeed at NASA, carefully chosen catalytic mechanisms are required, which deal with the unique cultural setting at NASA.
NAT + Culture = QM (4 NASA)?
Initiated on 3rd February 1986, the Presidential Commission quickly discovered that O-ring seal erosion in the right SRB was the primary cause of the Challenger disaster. High technology systems are vulnerable to failures according to Perrow (1999), and can be split into two types: System Accidents (SA) and Component Failure Accidents (CPA) (Fig.1). 
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(Note: the colours shifting from cream to red in the CFA diagram indicate how one failure causes the next, leading to crisis. The differing colours in the SA diagram demonstrate how they are not related to each other) 

Although each is the result of component failures, elements in CFAs are clearly related and follow a predictable path where problems can be identified and stopped, while those in SAs are relatively unrelated, with their interactions unforeseeable and unpreventable.
The Challenger disaster can be interpreted as either type of accident (Fig.2).
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Challenger can be seen as both a technical and a human CFA, but while the chain of technical events is clear, tight coupling occurs, as once O-ring erosion had begun there was no stopping the immediate subsequent component failures. The links of human activities are also transparent, but Perrow (1999) observes that managerial ignorance complicates interactions, inhibiting comprehension of the consequences of their actions. As an SA, poor management and cold weather are directly linked to the faulty shuttle design even though these elements were not themselves related. This implies that Challenger can be perceived as a combination of a CFA and an SA (Fig.3). 
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Although cold weather could not have been controlled, management was originally a linear interaction, complicated by a lack of knowledge and poor communication. This suggests that the correction or prevention of poor management was possible, meaning the disaster too was avoidable. In addition, Rijpma (2003) argues that high technology firms have the ability to avoid such an accident, implying that there was more to the Challenger incident than a mere technical anomaly. She mentions that, although accidents are inevitable, according to High Reliability Theory (HRT) there are many firms which are deemed high-risk, but have an excellent proven track record often due to good management. 
Indeed, the Commission soon realised that the O-rings were the “tip of the iceberg”, reflecting an underlying and hitherto unrealised cause of the accident; the people. Vaughan (1996) agrees that the high technology system of space travel is very complex and vulnerable to accidents, but she considers the human element the most important contributing factor of the Challenger disaster. Corporate culture encouraged the normalisation of deviance at three levels: NASA management, Morton Thiokol management, and its engineers. 
NASA management suffered from the “can do”
 attitude, originating from economic pressure caused by government budget cuts
. NASA allied with the AirForce for funding, but this meant they had to fulfil additional military requirements
. The result was a compromised design and increased production pressure, where failure to perform led to restrictions in funding. This explains why managers did not fully inform top administration of certain information, such as the teleconference on the eve of the launch, where Thiokol urged the launch be postponed due to the threat of O-ring erosion. It would have prompted further investigation and implied their incompetence at resolving the issue.
NASA claimed that Morton Thiokol was given the Solid Rocket Motor (SRM) contract due their desired “strengths”
. These “strengths” revolved mainly around their low cost strategy ($100 million less than their nearest rival
), as their Solid Rocket expertise was ranked the worst of the four companies bidding for the contract
. Unfortunately, such an optimistic estimate put Thiokol under great production pressure. For example, when a taskforce was initiated to examine the O-rings, NASA began consulting Thiokol’s rivals for solutions. The fear of losing the contract caused Thiokol managers to back down from the issue, even at the final teleconference.
Vaughan examines the engineering culture, describing their attitude to technical problems as “change is bad”
. Space shuttles were used technologies and hence might be reasonably expected to contain numerous flaws and ambiguities over their limitations. When changes were required, “correction rather than redesign”
 occurred. For example, the engineers began to tackle O-ring erosion after the Titan mission, which only had one O-ring. Instead of redesigning the whole joint, they merely added another O-ring to act as a back up. This brought with it new faults, but the fear of facing new evils combined with heavy production pressures meant the O-ring problem was never resolved.
From Vaughan’s analysis it appears that every level was to blame for the disaster. This “denial” culture was ingrained at too many levels for anyone to be able to see the situation outside their individual job role and as a result the accident is deemed as being inevitable. Perrow (1999) argues that Vaughan focuses too much on culture and understates the power of the organisation to suppress the engineers’ concerns. However, this act of oppression typifies the culture to which Vaughan was referring; that of “can do” at whatever cost. In fact Perrow’s NAT, that accidents in complex systems are inevitable, echoes the attitude of those at Morton Thiokol and NASA. Vaughan (1999) inadvertently identifies the flaw in this argument, pointing to the “bad workman blaming his tools” attitude, where people are the cause of accidents, not technologies.
Perrow’s (1999) system level and Vaughan’s (1996) individual level analyses together create a multi-perspective explanation of the Challenger disaster, but they do not assess whether or not it could have been avoided. The assumption appears to be that it was inevitable, which implies that highly technological, poorly managed firms are not in control of their companies. Deming (1986) discusses this issue and, like Vaughan (1996), focuses on the human element to argue his case. He believes that firms can achieve high productivity and low errors and costs if they improve the quality of their business. Deming’s 14 points for management give specific guidelines which, if not adhered to, would likely result in a crisis.

Relevant to Challenger are nine points, some of which are grouped together due to their similarity in this case
 (Table 1.)
	
	Deming’s points
	Explanation
	Challenger

	1
	Consistency of purpose for improvement
	Everyone to work to the same goals. Consider long term quality requirements
	All three corporate levels need to work together

	2
	Adopt the new philosophy
	Accept no defects
	Abandon normalisation of deviance

	4 
	Do not award business on price tag alone 
	“The US government, civil and military, are being rooked by rules that award business to the lowest bidder”
. Price is meaningless without quality
	Choose better quality contractor, not cheapest. 

	6 + 13
	Institute education and training for everyone
	Train people at all levels to understand how whole business works
	Train managers and engineers – prevents complex interactions

	8,11 + 12 
	Drive out fear, eliminate numerical quotas + pride of work
	“There is a widespread resistance of knowledge”
. This fear is made worse when evaluations are made on numerical quotas, as job is only about meeting target
	Managers afraid to report O-ring faults, as under production pressure. Engineers unable to do a good job, as under the same pressure

	14
	Take action to accomplish transformation
	Even in face of harsh criticism, leaders must take action to improve quality
	Thiokol managers could have fought NASA more. Culture needs to change and needs to start at the top


Table 1.
A summary of Deming’s TQM points and how they are 

relevant to the Challenger disaster 


The information in the table supports Vaughan’s argument that, while the failed O-rings resulted in the destruction of the shuttle, the technical faults were caused by corporate culture. The table also utilises these faults with Deming’s points to provide a guideline for improvement measures. The fact that there are clear instructions on error reduction which can be easily applied to Challenger, suggests that the catastrophe was avoidable. This contradicts Perrow (1999) and Vaughan (1996), and aligns with Rijpma (2003) who concludes that accidents, even in high risk firms, are possible. The quality argument accepts that accidents do happen occasionally. In fact, Deming argues that to expect “zero defects” is unrealistic. The aim is to improve quality processes via retraining the people, and in NASA’s case changing the culture, as this will reduce the chance of accidents arising and will help people deal with crises when they occur.
The Rise and Pitfalls of Quality
The Presidential Commission recommended that NASA implement various quality solutions, such as the establishment of an Office of Safety, Reliability and Quality, and hiring knowledgeable astronauts at management level. The Commission also recognised that culture was an issue, ordering the elimination of the tendency for “management isolation”
, where managers did not provide essential information to authority. However, the Columbia disaster
 in 2003 suggests that those quality measures were insufficient, calling into question the validity of quality to improve the culture of NASA and that of its contractors.

Jefferson (2002) analyses another government funded firm which applied quality management, the National Health Service (NHS). He reports its failure and attributes it to the NHS culture of “cure, treat and save life”, meaning that treatment need not be a quality experience. This is aggravated by multiple interpretations of “quality” by numerous stakeholders, the majority of which are financially motivated. This means that the NHS, like NASA, is under production pressures. Quantitative evaluations are still made to appease stakeholders such as the government, and quality methods, which are qualitative, are shelved or not supported by top management.

Straker (2004) reports the failure rate of quality strategies to be 80%, but this is less due to the inadequacy of the model than to firms’ misunderstanding of quality management (Fig.4).
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The diagram illustrates the failure of quality due to the vicious cycle of performance pressures, combined with dangerous factors such as limited commitment and expertise. Indeed, pressure to produce at the NHS and NASA following quality implementations has occurred and in both cases it has not succeeded.

Rather than using quality as a tool, Jefferson believes that it should be utilised as a concept. Straker (2004) agrees, stating that what is needed is “success through clear understanding rather than success through blind hope”
. His learning cycle demonstrates this theory (Fig.5).
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Straker’s “pressures” have changed to encourage learning, to understand how the approach works, rather than trying to adopt quality methods without adequate understanding and hope they will succeed.

Collins (1999) discusses the case of Granite Rock which successfully implemented quality to become a high performance business. He reports that catalytic mechanisms, defined as “devices that translate lofty aspirations into concrete reality”
, were used to achieve “Big, Hairy, Audacious Goals”
 (BHAG). Granite Rock’s BHAG was to have excellent customer service, towards which it worked using two interdependent catalytic mechanisms. The first strategy was the concept of “short pay”, where customers had the power not to pay the full amount if they thought the service was of insufficient quality. The second was performance-related pay where managers’ salaries were based on the company’s profits. These two interlocking strategies meant that managers were strongly encouraged to work hard to provide the excellent service required, in order for them to get paid.

Collins observes that the catalytic mechanisms resulted in the development of a continuous learning culture at Granite Rock, thereby ensuring the long term success of the company’s BHAG. Quality management was also successful, as consistency of purpose and the new philosophy were established, and the intertwined successes of the firm and the individual helped establish pride of workmanship.
With regards to NASA the culture change requirement well qualifies as a BHAG, which suggests that catalytic mechanisms could be used to prosperous ends. Inspiration could be drawn from practices in Toyota
 where cultural management is a core principle. Examples include, “Principle 9: Grow leaders who thoroughly understand the work, live the philosophy and teach it to others” and “Principle 11: Respect your extended network of partners and suppliers by challenging them and helping them improve”. These are types of quality and catalytic mechanisms, as they encourage managers not just to apply quality but also to understand it. They also are required to get more involved in the supply chain activities which is can encourage managers to work harder to improve quality and change the firm’s culture. Indeed, NASA could monitor its contractors’ movements more closely to ensure quality designs from similarly-minded cultures. 
However, these examples of quality improvement by changing the culture can only take place if the program is supported at the top for, as Deming argues in his final point, quality can only be implemented if it has the commitment of top management.
Conclusion
The Challenger disaster is one of the most memorable events in twentieth century Western history, not only due to its dramatic destruction on live global television, but the appalling discovery of the preceding events, which threw doubts over NASA’s integrity.

While O-ring seal erosion of the right SRB was initially to blame, a technical accident explained by Perrow’s (1999) NAT, the Presidential Commission unveiled the truth, that gross human negligence caused the disaster. Vaughan (1996) argues that the “can do/change is bad” culture of NASA’s managers and Morton Thiokol’s managers and engineers resulted in the normalisation of deviance. They accepted flaws in the risky new technologies, believing that nothing could go wrong.


Nine of Deming’s (1986) 14 points reveals that the Challenger incident was avoidable and illustrates the actions that could be taken to prevent a similar crisis from occurring. Many of the Commission’s recommendations to NASA included quality-based improvements, but their failure was marked by the explosion of the Columbia shuttle in 2003.

Jefferson (2002) uses a similarly government funded organisation, the NHS, to demonstrate how quality management can fail, for which the reasons are explained by Straker (2004). However, the latter argues conclusively that quality can be highly successful if a learning organisational culture is created. Collins (1999) remarks upon the success of quality management at Granite Rock due to the implementation of catalytic mechanisms, which implies that NASA could also succeed at attaining their BHAG by employing such methods, such as a culture change program that creates true intrinsic motivation
 to build quality products.
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